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Abstract

Mogt empirica anayses of monetary policy have been confined to frameworksin which
the Federd Resarve isimplicitly assumed to exploit only alimited amount of

information, despite the fact that the Fed actively monitors literdly thousands of

economic time series. This article explores the feasibility of incorporating richer
information setsinto the analyd's, both postive and normative, of Fed policymaking. We
employ afactor-model approach, developed by Stock and Watson (1999a,b), that permits
the systematic information in large data sets to be summarized by relatively few

estimated factors. With this framework, we reconfirm Stock and Watson' s result that the
use of large data sets can improve forecast accuracy, and we show that this result does
not seem to depend on the use of finaly revised (as opposed to “red-time’) data. We
estimate policy reaction functions for the Fed that take into account its data-rich
environment and provide atest of the hypothesis that Fed actions are explained solely by
itsforecasts of inflation and red activity. Findly, we explore the possibility of

developing an “expert system” that could aggregate diverse information and provide
benchmark policy settings.

*Prepared for a conference on “Monetary Policy Under Incomplete Information”,
Gerzensee, Switzerland, October 12-14, 2000. Min Wei and Peter Bondarenko provided
able research assstance. We thank Mark Watson and our discussants, Ignazio Angeloni
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1. Introduction

Monetary policy-makers are inundated by economic data. Research departments
throughout the Federd Reserve System, asin other centra banks, monitor and andyze
literdlly thousands of data series from disparate sources, including data a a wide range of
frequencies and levels of aggregation, with and without seasona and other adjustments,
and in preliminary, revised, and “findly revised” versons. Nor is exhaugtive data
andysis performed only by professionals employed in part for that purpose; observers of
Alan Greengpan's charmanship, for example, have emphasized his own meticulous
attention to awide variety of data series (Beckner, 1996).

The very fact that central banks bear the cogts of andyzing awide range of data
series suggests that policy-makers view these activities as relevant to their decisions.
Indeed, recent econometric anayses have confirmed the longstanding view of
professond forecasters, that the use of large number of data series may sgnificantly
improve forecasts of key macroeconomic variables (Stock and Watson, 1999a,b; Watson,
2000). Centrd bankers reputations as data fiends may aso reflect motivations other than
minimizing average forecagt errors, including multiple and shifting policy objectives,
uncertainty about the correct modd of the economy, and the central bank’ s political need
to demonstrate that it is taking al potentialy relevant factors into account.

Despite thisredlity of central bank practice, most empirical andyses of monetary
policy have been confined to frameworks in which the Fed isimplicitly assumed to

exploit only alimited amount of information. For example, the wel-known vector

L A related motivation, consistent with the approach of our paper, isthat the Fed thinks of concepts like
“economic activity” asbeing latent variablesin alarge system. Such a viewpoint would be consistent with
classical Burnsand Mitchell business cycle analysis. See also the latent variable approach to business cycle
modeling of Stock and Watson (1989).



autoregression (VAR) methodology, used in many recent attempts to characterize the
determinants and effects of monetary policy, generdly limits the andysisto eight
macroeconomic time series or fewer.? Small models have many advantages, indluding
most obvioudy smplicity and tractability. However, we believe that this divide between
central bank practice and most formal models of the Fed reflects at least in part
researchers difficultiesin capturing the central banker’ s gpproach to dataanadys's, which
typicaly mixes the use of large macroeconometric modds, smaller satistical modds
(such as VARYS), heurigtic and judgmentd andyses, and informa weighting of
information from diverse sources. This disconnect between centra bank practice and
academic andlysis has, potentidly, severd costs: Firdt, by ignoring an important
dimension of centra bank behavior and the policy environment, econometric modeling
and evaluation of central bank policies may be less accurate and informative than it
otherwise would be. Second, researchers may be foregoing the opportunity to help
central bankers use their extensive data sets to improve their forecasting and
policymaking. It thus seems worthwhile for andysisto try to take into account the fact
that in practice monetary policy is made in a*“ data-rich environment”.

This paper is an exploratory study of the feasibility of incorporating richer
information setsinto the andys's, both positive and normative, of Federa Reserve
policy-making. Methodologicaly, we are motivated by the aforementioned work of
Stock and Watson. Following earlier work on dynamic factor models®, Stock and

Watson have developed dimension reduction schemes, akin to traditiona principal

2 See Christiano, Eichenbaum, and Evans (2000) for asurvey of the monetary VAR literature. Leeper,
Sims, and Zha (1996) are abl e to increase the number of variables analyzed through the use of Bayesian
priors, but their VAR systems still typically contain fewer than 20 variables.



components anaysis, that extract key forecasting information from “large’” data sets (i.e.,
data sets for which the number of data series may gpproach or exceed the number of
observations per series). They show, in Smulated forecasting exercises, that their
methods offer potentialy large improvements in the forecasts of macroeconomic time
series, such asinflation. From our perspective, the Stock-\Watson methodology has
severd additiond advantages: Firg, it isflexible, in the sense that it can potentialy
accommodate data of different vintages, at different frequencies, and of different spans,
thus replicating the use of multiple data sources by central banks. Second, their
methodology offers a data-andytic framework that is clearly specified and Satidticaly
rigorous but remains agnostic about the structure of the economy. Findly, dthough we
do not take advantage of this feature here, their method can be combined with more
structural gpproaches to improve forecasting still further (Stock and Watson, 1999b).
The rest of our paper is structured asfollows.  Section 2 extends the research of
Stock and Watson by further investigating the vaue of their methods in forecasting
measures of inflation and red activity (and, by extension, the vaue of those forecasts as
proxies for centra bank expectations). We consder three dternative data sets. firgt, a
“red-time’ data set, in which the data correspond closaly to what was actualy observable
by the Fed when it made its forecasts; second, a data set containing the same time series
asthe firgt but including only finaly revised data; and third, amuch larger, and revised,
data set based on that employed by Stock and Watson (1999a). We compare forecasts
from these three data sets with each other and with historical Federd Reserve forecasts,

as reported in the Greenbook. Wefind, in brief, that the scope of the data set (the number

3 Sargent and Sims (1977) is an important early reference. See also Quah and Sargent (1993), Forni and
Reichlin (1996), and Forni et a. (2000) for related approaches. Knox, Stock, and Watson (2000) describe a



and variety of seriesincluded) matters very much for forecagting performance, while the
use of revised (as opposed to real-time) data seems to matter much less. We aso find
that “combination” forecasts, which give equad weight to our satistica forecasts and
Greenbook forecasts, can sometimes outperform Greenbook forecasts alone.

In Section 3 we apply the Stock-Watson methodology to conduct a positive
andysis of Federal Reserve behavior. Specifically, we estimate monetary policy reaction
functions, or PRFs, which relate the Fed' sinstrument (in this article, the fed fundsrate) to
the gtate of the economy, as determined by the full information set. Our interestisin
testing formally whether the Fed' s reactions to the State of the economy can be accurately
summarized by aforward-looking Taylor rule of the sort studied by Battini and Haldane
(1999) and Clarida, Gali, and Gertler (1999, 2000), among others, or whether, asis
sometimes aleged, the Fed responds to variables other than expected redl activity and
expected inflation. We show here that application of the Stock-Watson methodology to
this problem provides both a natural specification test for the standard forward-1ooking
PRF, as wdl as a nonparametric method for studying sources of misspecification.

Section 4 briefly considers whether the methods employed in this paper might not
eventudly prove useful to the Fed in actua policy-making. In particular, one can
imagine an “expert system” that receives datain red time and provides a consistent
benchmark estimate of the implied policy setting. To assess this possihility, we conduct a
counterfactual historical exercise, in which we ask how well monetary policy would have
doneif it had rdied mechanicaly on SW forecasts and some simple palicy reaction
functions. Perhaps not surprisingly, though our expert system performs creditably, it

does not match the record of human policy-makers. Nevertheless, the exercise provides

related shrinkage estimator.



some interesting results, including the finding that the incluson of estimated factorsin
dynamic modes of monetary policy can mitigate the well-known “price puzzl€’, the
common finding that changesin monetary policy seem to have perverse effects on

inflation. Section 5 concludes by discussing possible extensions of this research.

2. Forecasting in a data-rich environment: some further results

Stock and Watson (1999a, 1999b), henceforth SW, have shown that dynamic
factor methods applied to large data sets can lead to improved forecasts of key
macroeconomic variables, at least in Smulated forecasting exercises. In this section we
investigate three issues revant to the applications we have in mind. First, we seek to
determine whether the SW results are sengtive to the use of “red-time’, rather than
findly revised data. Second, we ask whether data sets containing many time series
forecast gppreciably better than data sets with fewer series. Findly, we compare
smulated forecasts usng SW methods agpplied to dternative data sets to historical Fed
forecasts, as published in the Greenbook.

Wefirg briefly review the SW method and our implementation of it. Following
SW (1999a), to which the reader is referred for details, we assume that at date ¢ the
forecaster has available alarge number of time series, collectively denoted X, . Again,
by “large’ we mean to dlow for the possbility that the number of time series gpproaches

or even exceeds the number of observations per series. Let w, be ascaar time series, say
inflation, which we would liketo forecast. Both X, and w, aretransformed to be

dationary, and for notational smplicity we assume aso that each seriesis mean zero.

Assumethat (X,,w,,,) have an goproximate dynamic factor mode representation:



X, =LF, +e,
W =bF +te.,

@

In (1) the £, are (ardatively smal number of) unobserved factors that summarize the

systematic information inthe dataset. L isthe factor loading matrix, and b isarow-
vector of parameters that relates the variable to be forecasted to the current redizations of
thefactors* In amacroeconomic context, (1) might be motivated by standard dynamic
generd equilibrium modes of the economy, in which the reduced form expressons for
the exogenous and endogenous variables are linear combinations of a few fundamental

shocks (the factors). Notethat F; may contain lagged vaues of the underlying factors;

thisis the sense in which thismodd is“dynamic’. Theidiosyncretic error terms e, may

be weakly correlated, in a sense described by SW. We assume E(e

t+1

F)=0.

SW (1999a) show that the factorsin amodd of the form (1) can be consistently
estimated by principal components andys's, when the time series dimension (7)) and the
cross-section dimension (V) both go to infinity. The estimated factor model (1) can then
be used in the obvious way to forecast the series w,. We note, though, that the efficiency
properties of the SW estimator are still unknown, so that this gpproach offers no guidance
on how optimally to weight varigbles X, for estimation and forecasting. Thisisan
important topic for future research.

A useful feature of the SW framework, asimplemented by an EM dgorithm, is
that it permits one to ded systematicaly with datairregularities (SW, 1999a, Appendix

A). In particular, our implementation of the SW approach alows the collection of time

“ Although we have not allowed explicitly for time variation in the parameters, SW (1999a) show that, even
in the presence of modest parameter drift or large jumps caused by datairregularities, the factors are
consistently estimated by the principal component procedure used in this paper.



series X to include both monthly and quarterly series, series that are introduced mid-
sample or are discontinued, and serieswith missng values. Thefact that at each date the
Fed may be looking at adifferent vintage (revison) of agiven underlying data seriesis

a so incorporated automaticaly in our implementation.

In the next section we congder forward-looking policy reaction functions under
which the Fed is assumed to respond to its forecasts of inflation and red activity.
Accordingly, we focusin this section on forecagting CP inflation and two measures of
economic activity, the unemployment rate and industrid production. The principa
results reported below are based on three dternative data sets: a“red-time’ data set, a
data set containing the same variables asthefirg but in findly revised form, and the
findly revised data set employed by SW (1999a). We describe each of these data sets
very briefly; for more details, see the on-line Appendix available at

http:www.columbia.edu/~b903 or in the working-paper verson of thisarticle.

2.1 Real-time data set

A redigtic description of Fed behavior requires recognition not only of the centra
bank’ s data-rich environment, as we have emphasized so far, but dso of the fact that the
Fed observes the economy in “red time’. That is, the economic data actudly available to
the Fed in a particular month may differ Sgnificantly from the findly revised verson of
the same data, available only for retrospective andyss. Indeed, recent research has
shown that the common practice of usng findly revised rather than red-time datain

empirical sudiesis often not innocuous. For example, Orphanides (1998) shows that the



description of the historical conduct of monetary policy provided by a standard Taylor
rule is much less convincing when estimated using redl-time data.

To get asense of the importance of thisissue in our context, we created a
composite red-time data set, conssting of the union of the red-time data sets constructed
by Croushore and Stark (1999) and by Ghysels, Swanson, and Callan (1998), with
modest updating.® These two data sets include series on GDP and its components,
aggregate price measures, and monetary aggregates and components.  To these we added
avaiety of financid indicators (sock price indices, interest rates, and exchange rates),
which can safely be assumed both to be known immediately and not to be revised.
Findly, asthe CPl and PPl are rardly revised, except for rebasing when the base year is
changed, we included sub-componerts of thesetwo indicesin thedataset.’® The
complete redl-time data set used here includes 78 data series, of both monthly and
quarterly frequency. Weinclude data from January 1959 onward if available, otherwise

from the earliest date available for each saries.

2.2 Fully revised data set

To determine the importance of the red-time nature of our first data set, we also
replicated dl our results usng what we cal, loosdly, the “fully revised” dataset. The
fully revised data st consists of the identical data series as the redl-time data set, except
that data revisions known as of the last period of our sample, 1998:12, are incorporated.

Note that, in both this database and the one described next, we adopted timing

® We thank these authors for graciously providing uswith their data.



conventions consistent with the real-time database. For example, unlike SW, who
assume that the CPI for February is known when the February inflation forecasts are
constructed, we incorporate the one-month lag found in redl-time data and assume that
only the CPI through January is known when the February forecast ismade. Similarly,
the value of fourth-quarter GDP is assumed not to be known until February, first-quarter

GDPis not assumed known until May, and so on.

2.3 Stock-Watson data set

Databases differ not only in whether they include red-time or revised data, but
aso in their breadth of coverage. Unfortunately, our red-time data set is necessarily
somewhat limited both in the number and scope of the time seriesincluded. If forecasts
constructed with this data set are poor, we would like to know whether the problem isthe
SW method or smply the limited information in the database. To isolate this factor, we
reproduced dl our forecasting results using the unbalanced, large (215 variables), and
revised database used by SW (1999a). The SW data were originaly obtained from the

DRI-McGraw Hill Basic Economics database.

2.4 Forecasting results
For each of the three data sets, we conducted smulated estimation and
forecasting exercises for CPI inflation, industrid production, and the unemployment rete,
at both six-month and twelve-month horizons. Recursive forecasts were made from the

perspective of each month from January 1970 through December 1998, using only the

® Our results were robust to excluding the CPI and PPI components and to various alternative assumptions
about the timing of information.



datathat (in principle a least) would have been avalable a each date. More specificaly,
we began by re-estimating the SW mode for each month from January 1970 on,
assuming three distinct factors per period.”  Following SW, we then constructed
forecadts of each variable using 1) the estimated factors plus autoregressve termsin the
forecasted variable (these forecasts are designated FM — AR); 2) the estimated factors
augmented by VAR termsin inflation, indugtria production, unemployment, and the
federd fundsrate (FM — VAR); 3) apurely autoregressve mode in the forecasted
variadle (4R); and 4) the vector autoregressve termsin inflation, red activity, and the
federd fundsrate only (VAR). For each period’ s estimation, the Schwartz information
criterion (BIC) was used to determine the number of lags of the factors (between 0 and 3)
and of the additiond variables (between 1 and 6) included in the forecasting equation.
Lagged variables usad in the forecasting models were in all cases taken from the red-
time data set, S0 that any differences in forecasts arise solely from differencesin the
estimated factors, not the auxiliary forecasting variables. The root mean square error
(RMSE) of forecasts was congtructed by comparing model forecasts to the findly revised
data.

Table 1 showstheresults. For each variable to be forecasted, entriesin the table
show the mean square error of forecast relative to that of the forecast from a basdine
autoregressve mode (with no factors). When two numbers are given in abox, the first

refers to the six-month horizon and the second to the tweve-month horizon. The

" Note that instead of fixing the number of factors to three, we could have used the information criterion
proposed by Bai and Ng (2000) to determine the number of factorsin our data set. Experimentation with
this criterion gave the result that the number of factorsin the data set was quite large (greater than 12). This
might not be surprising, however, sincethisisastatic criterion, which impliesthat two lags of a given
factor would be counted as two different factors. In any case, the following results were not significantly
changed if the number of factors used was between three and six.

10



absolute root mean square errors for the AR model are reported below each portion of the
table. The results suggest three conclusions.

Fird, for the red-time data set, the forecasting performance of the factor model is
moderately disappointing. For CPI inflation, the forecasts that include estimated factors
do no better than asmple AR moddl. On the other hand, the FM-AR model on red-time
data performs about 10-15% better than the AR modd for industrid production and 15-
20% better than the AR modd for unemploymen.

Why does the factor model implemented in red-time data produce at best modest
improvements in forecasts? Comparison with the results from the findly revised data set
shows that the real-time aspect of the data is not to blame (our second conclusion). The
forecasting results from the finaly revised data set are quite Smilar to those obtained
using the red-time data.

Another possible explanation for the modest forecasting performance of the factor
model in the red-time data st is that this data set, though rdatively large, isnot rich
enough. For example, compared to the SW data set, the redl-time data set is deficient in
measures of sectora output, employment and hours, retall and wholesale sales, housing
darts, inventories, orders, and earnings. The forecasts from the SW data set reported in
Table 1 suggest that these deficiencies have abig impact on forecasting. Using the
estimated SW factorsin the construction of the forecasts sgnificantly reduces forecast
erors, relaive to the AR benchmark, in dl cases.  In particular, the RMSE of forecast is
as much as a quarter lower for inflation, and as much as athird lower for indudtria
production or unemployment. Hence our third conclusion, that relevant information for

forecagting may exist in awide variety of variables.
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Although these results are to some degree mixed, we take them as generdly
supportive of the SW approach. Firgt, we have seen that the use of finally revised (as
opposed to real-time) datais probably not responsgible for the good forecasting
performance reported by Stock and Watson (19993, 1999b), at least for the data used
here. Second, we have seen that forecasting performance improves sgnificantly when
the conditioning data set contains awide variety of macroeconomic time series,
supporting results in Watson (2000). 8 The results are likewise consistent with the
premise of this paper, that taking account of the data-rich environment of monetary
policy may be important in practice.

Ancther quedtion of interest is whether SW methods might be of use to the
Federal Reserveitsdf. The Federa Reserve aready makes regular forecasts, based on a
wide range of information. These forecagts are circuated to policymakers as part of the
Greenbook briefing and reported, with afive-year lag, to the generd public. Romer and
Romer (2000) have documented that Greenbook forecasts are exceptionally accurate
compared to for-profit private-sector forecasts, suggesting that the Fed has private
information, specia expertise, or both.®

Table 2 compares the accuracy of Greenbook forecasts to forecasts for inflation
and unemployment obtained by the same methods as described above. We consider
factor models augmented by both AR and VAR methods and present results based on
both the redl-time data sets and the SW data set. (Results from the revised data set are

smilar to those from the red-time data set and hence are omitted.) Asitiswdl known

8 As Chris Sims pointed out to us, further improvements in forecasts might be achieved by imposing
Bayesian priorsin estimation of the forecasting models.



that averages of forecasts are often superior to the components of the average, we aso
consder “combination” forecadts, that give 50% weight to the FM-AR or FM-VAR
forecast and 50% weight to the Greenbook forecast (third and fourth columns of Table 2.)
Conggtent with the structure of Greenbook forecasts, four RM SEs of forecast are shown
in each cdl. Thetop RMSE pertainsto the forecast for the first complete quarter after the
month of forecast, the second pertains to the forecast for the second complete quarter
following the month of forecast, and so on. Forecast errors are calculated only for
months in which new Greenbook forecasts are issued (i.e., months of FOMC meetings).
So for example, if ameeting isheld in January the Greenbook includes forecasts for the
second quarter of the year (April-June), the third quarter, the fourth quarter, and the first
quarter of the next year.!° The comparisons between the Greenbook and other forecasts
take account of thistiming structure. The sample period is1981:01 — 1995:12 for CPI
inflation and 1970:1-1995:12 for unemployment, coinciding with the availability of
Greenbook forecasts.

Generdly, as might be anticipated, Table 2 shows Greenbook forecasts to be more
accurate than SW forecasts, which in turn are more accurate than forecasts based on the
real-time data set. However, the magnitudes of the differences are not large. Indeed, the
FM-VAR modd in both the red-time and SW data sets does marginaly better than the
Greenbook at forecagting next quarter’ sinflation, and for longer horizons their
disadvantage issmdl. The unemployment forecasts are dso generaly comparable.

These reaults are interesting, given that Romer and Romer (2000, Table 5) find that the

° In contrast to our unconditional forecasts, the Greenbook forecasts are conditional on a given policy
scenario (generally of no changein the policy stance). Asaresult, acomparison of the two sets of forecasts
might be biased. Note that the same caveat applies to the Romer and Romer (2000) exercise.

13



Greenbook outperforms private forecasters significantly in inflation forecagting (dbeit
for inflation measured by the GDP deflator rather than the CP).

The results from the combination forecasts are even more impressive.
Particularly for unemployment, these weighted-average forecasts seem to do as well or
better than the Greenbook at al horizons. Overdl, we take the results as providing some
evidence that factor-model methods could help the Fed forecast inflation and
unemployment.** An additional advantage of the SW methodsis that are satistically

well-grounded and replicable, as opposed to the “ black box” of the Greenbook.

3. Estimating the Fed’s policy reaction function in a data-rich environment

In this section we apply the Stock-Watson methodology to a pogtive analysis of
Federal Reserve behavior. We model the Fed's behavior by a policy reaction function
(PRF), under which a policy instrument is set in response to the state of the economy, as
measured by the estimated factors.

The standard practice in much recent empirical work has been to usetightly

specified PRFs, such asthe so-cdled Taylor rule (Taylor, 1993). According to the basic

Taylor rule, the Fed moves the fed fundsrate (R, ) in reponse to deviations of inflation
from target (p: ) and of output from potentid (,):

Rt :fo+fppt+fyyf+et (2)

10 Notice that the precise horizon of the forecast depends on whether the FOMC meeting isin the first,
second, or third month of aquarter. We broke down the results by month of quarter and found that they
were similar to the results reported in Table 2.

1 Our discussant Harald Uhlig also noted that the SW forecasting approach could be used to obtain better
estimatesin real time of the current value of variables known to be subject to large revisions, such as GDP.
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Variants of this rule have been considered in which the output gap is replaced by other
redl activity measures — such as unemployment — and in which lags of the fundsrate are
included to dlow for interest-rate smoothing.

More recently, some papers (Batini and Haldane, 1999; Clarida, Gdi, and Gertler,
1999, 2000) have studied rulesin the genera form of (2) in which the Fed is assumed to
respond to forecasts of inflation and red activity. These forward-looking specifications
appear to fit well, and they are appeding because they recognize the Fed' s need to
incorporate policy lagsinto its decisons. Specificdly, these studies have estimated PRFs
of theform:

R =f°+EPP 0 +f "Dy tE (3)
where hatted variables indicate expectations, ¢ is the date a which the forecast isbeing
made and /11 and 42 are respectively the lengths of the forecast horizon for inflation and
red activity.

A variety of methods have been used to estimate these “forward-looking” PRFs
(see, eg., Clarida et d., 1999, 2000, for discussions). Here we estimate PRFs analogous
to (3) under the assumption that the Fed uses information from many macroeconomic
time series, i.e, agtudion in which the dimension of X; islarge.  For tractability, we
assume as before that X, obeys an approximate dynamic factor model such as (1), with
thefactorsgivenby £ .

Assuming that the PRF islinear and (for the moment) the factors are known, and
assuming that the state of the economy is summarized by the factors, we can write a
reduced-form expression for the policy reaction function as

R, =aF, +e, (4)

15



where a isarow vector. Absent any restrictionson a , equation (4) conditutes afairly
flexible pecification of the PRF. For example, it does not preclude adirect policy
response to a variety of factors, such as (for example) a“financial market factor.”?
Equation (4) is dso consstent with the specification of the forward-1ooking Taylor rule,
equation (3); in this case the response of policy to the factors derives solely from their
forecasting power for inflation and red activity. To illustrate, suppose we had a known
forecasting modd based onthe factors. Then forecasts would be given by:

ri;w ZQ;EP, o

Vran =9 F;
where FP and F aresubsetsof F, and the g ’s are conformable row vectors.
Subgtituting (5) into (3) we get the following reduced-form expression for the forward-
looking Taylor rule:

R, =f°+f QP FP +1 'g/F" +¢, (6)

Comparing expressions (6) and (3) we see that the restrictions imposed by the forward-
looking Taylor rule specification can be precisdy identified. If the factors and the
forecasting model were known, it would thus be possble to test if this Taylor rule
Specification accurately describes Fed behavior, and if not, to determine to what other

information the Fed is responding.

However, the factors F, are of course not observed in practice and need to be

estimated. The forecasting mode! required to obtain p,,,,, and y,. ,,, isaso unknown;

12 Equation (4) does preclude the possibility that policy responds to the idiosyncratic error terms e,.

However, thisrestriction isinessential, asthe equation can be modified in a straightforward way to include
additional regressors, possibly including lags of the dependent variable. We include lags of the federal
fundsrate in the PRFs estimated bel ow.

16



that is, the parameters g° and g” must be estimated. Further, since we want to think of

the Fed as continuoudy updating its knowledge of the economy, i.e., as Smultaneocudy
re-estimating the forecasting models and estimating the factors as new data become
available, the relationship between (6) and (3) is more complicated than the previous
paragraph suggests. In fact, a PRF like (6) cannot be estimated directly if the factors are

edtimated recursively, and there are no smple restrictions relating the parameters of (6) to

those of (3). The reason is that while the first eement of 1:]7 must correspond to the first

eement of 1:“S|T for any s and ¢, Snce both are obtained smultaneoudy from the same
information s, there is nothing in the recursive estimation guaranteeing that the first

dement of F

tle

corresponds to the first element of ﬁl .
It is however Hill possible to test the Taylor rule restrictions implicit in equetion
(3). To do s0, at each period we compute the fitted vaues of the policy instrument, R

1+t 0

obtained from estimating

=By tu, (7)
over the period [1,7]. Computed in this fashion, f% iscomparableto p,,,,, ad y,, ,,,,in
particular it isindependent of the normalization of the factors. The structure imposed by
(6) can thus be tested by determining if i@p gopears Sgnificantly, i.e. by estimating

Rt :f ° +f p§t+hl|z +f yj\’mzzy +hkt|t + et (8)
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andtesingif h = 0.2 Wecall hIAetlt the excess policy response.  In addition, if the

specification (6) is rejected, the portion of the excess policy response that is orthogonal to
the other regressorsin (8) becomes a potentiadly useful diagnostic variable. Specificaly,
the correlation of the orthogona excess policy response with the varigblesin the
conditioning data st provides information on which variables, or types of variables, have
been incorrectly omitted from the PRF.

Table 3 presents estimated policy reaction functions for the Fed. Thefirg part of
Table 3 reports a PRF with only forecasted 12- month ahead inflation on the right-hand
sde, and no measure of real activity. The second part of the table adds, as a measure of
redl activity, the difference between 6- month ahead forecasted unemployment and afive-
year moving average of unemployment, the latter proxying for the naturd rate.

The forecasts that enter the PRFs come from three aternative sources. FM-AR
estimates from the redl-time data set and the SW data set, and from the Greenbook. The
sample periods for the real-time data set and the SW data set are 1970:01 to 1998:12 (in
addition, we alow eleven years of lagged data for estimation of the factors, as noted
earlier). A far amount of evidence supports the hypothesis of PRF ingability, eg.,
Clarida, Gdi, and Gertler (1999, 2000) and Boivin (1999) al found that the Fed's
response to inflation was sgnificantly higher in the post-Volcker erathan before. Hence,
in addition to full-sample results, we present results for the pre-VVolcker (prior to October
1979) and post-Volcker disinflation (after 1982) subsamples. Data availability

(spedifically, the availability of CPI-inflation forecasts) restricts us to the 1981 — 1995

13 |t isimportant to note that this specification test, and all statistical inference made on the estimated PRF
for that matter, is potentially contaminated by the presence of generated regressors. In our case however,
the required correction to the standard errorsrelies on the asymptotic distribution of the factors. Authors’
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sample period for the PRFs employing Greenbook forecasts. We aso show resultswith
and without alowance for time variation in the estimated congtant term, modeled as a
random walk parameter. Time variation in the congtant is intended to proxy, among other
things, for changesin the Fed' sinflation target or in the naturd red rate of interest. Asin
Claridaet d. (1999, 2000), we include two (monthly) autoregressive termsin the federa
funds rate, to dlow for the possibility of interest-rate smoothing.

The second and third columns of Table 3 report long-run responses (that is,
adjusted for the estimated AR parameters) of the funds rate to, respectively, theinflation
and red activity measures. Also reported in these columns, in parentheses, are p-vaues
for the estimated (short-run) response of the funds rate to changesin forecast. The fourth
column reports the p-value that arises when the “ excess policy response’ is added to the
PRF, with values under 0.05 indicated by an asterisk. As discussed above, a sgnificant
coefficient on the excess policy responseisindicative of misspecification.

A summary of theresults of Table 3isasfollows. Fird, the estimates are broadly
reasonable. The estimated long-run response coefficients are generally of the expected
sign and in mogt cases highly satisticaly sgnificant. In the few caseswherethesignis
“wrong” (notably, in the coefficient on expected inflation for the red-time dataset and in
the post- 1983 subsample), the estimated coefficient never approaches sgnificance. A
troubling aspect of the estimatesis that the coefficient on expected inflation is often
found to be less than one, implying violation of the standard stability condition. This
problem is less pronounced when the congtant is dlowed to be time-varying (as theory

suggedtsit should be).  The magnitude of the response of the funds rate to forecasted

calculations, based on Theorem 1 of Bai and Ng (2000), show that if NV > T, the factors can be treated as
known. We are indebted to Mark Watson and Jushan Bai for suggesting this point.
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unemployment (in the second part of Table 3) is consstently estimated at about —1.0,
which seems reasonable. (Note that a Taylor-rule weight on the output gap of 0.5 and an
Okun’s Law coefficient of 25impliesf “ =-1.25.) The serid correlation terms, not
reported, are dway's reasonable in magnitude and highly significant.

It isdso of interest to compare the results from the three data sets. In earlier
sections we found that the real-time data set was the least useful for forecasting, a result
that appears to reflect its omisson of many important variables rather than itsred-time
feature per se. We would thus not have been surprised to find insgnificant coefficients
in the estimated PRFs, aswell as afailure to rgect the specification (see column 4). In
fact, estimates from the red-time data generdly find highly significant responses of the
right sgn; the exception is the post- 1983 sample, where the estimated response of the
interest rate to inflation is negative (though not sgnificant). In addition, in 11 of 12 cases
the “excess policy responss” is sgnificantly different from zero. Evidently, thereis
enough information in the red-time data set to reject this specification of the PRF.

The results based on the SW data set are the more interesting, as we have seen
that this data set provides better forecasts. Considering the favored TVP estimates, we
find that, with the SW data s&t, the estimated policy responsesto inflation are highly
sgnificant and generdly greeter than one. Further, consistent with earlier sudies, thereis
some evidence that the response to inflation became stronger after 1983, relative to the
pre-Volcker period.

In contrast to the real-time data set, the PRF estimates based on the SW data set
are not rgected for the full sample or the pre-Volcker sample. However, they are

rgjected (i.e., the excess policy response is significant) for the post-1983 sample. To
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investigate the source of potentia misspecification, it is useful to look at the corrdation
of the (orthogonalized) excess policy response with al the variables entering the data .
Aninforma andyss of those variables whose squared correlations with the excess policy
response exceed 0.10 shows that they break down, roughly, into two groups. measures of
redl activity and interest rates. The finding that measures of red activity are correlated
with the excess policy response implies ether that the Fed has sectora concerns, or that
itsweight on these variables in forecadting inflation and activity differ from those implied
by the SW modd. The correation with interest rates suggests to us thet financid markets
were anticipating Fed actions during the post-1983 period, using information known both
to the Fed and themselves but excluded from the deta set. Both issues warrant further
investigation. Interestingly, for the full sample, few if any varidblesin the dataset are
sgnificantly corrdated with the excess policy response, consstent with the finding that
the estimated PRF is not rgected for the full sample. Thus, for the full sample, the SW
forecasts of inflation and red activity seem to account relatively well for Fed behavior.
Finaly, we can contrast the estimates to those using Greenbook forecasts of
unemployment and inflation. The mogt gtriking result is that the response of the funds
rate to forecagted inflation islarge (1.7 to 1.8 under the TV P specification) and highly
sgnificant. Responses to the unemployment rate are of theright sign, but quantitatively
gmdl and gatidticdly inggnificant. The implication of these eimatesisthat, at least
since 1981, the Fed has focused aggressively and preemptively on fighting inflation.
These results are generaly encouraging. They show that policy reaction

functions for the Fed can be estimated in away that incorporates the Fed's access to
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large, red-time data sets. This approach dso provides a useful and economicaly

interpretable specification test of estimated policy reaction functions.

4. Toward a real-time expert system for monetary policymaking

Section 2 of this paper discussed the potentia value of SW methods for
forecagting, using large, red-time data sets. Section 3 estimated policy reaction
functions, which take as inputs forecasts of target variables like inflation and red activity
and produce implied policy settings as outputs. Putting these two eements together
suggests theintriguing possibility of designing ared-time “expert sysem” for monetary
policymaking. In principle this system could assmilate the information from hundreds or
thousands of data series as they become available in red time, then produce suggested
policy settings based on specified forward-looking reaction functions

We don't mean to suggest serioudy that machine will replace human in monetary
policy-making. But having such a systlem would have severd advantages. Fird, like the
automatic pilot in an arplane or an Al diagnostic system in medicine, an expert system
for monetary policy would provide a useful information aggregator and benchmark for
human decisorrmaking. Second, because private forecasters or research ingtitutes could
replicate expert system results, such systems might enhance transparency and credibility
of the central bank by providing objective information about forecasts and the implied
policy settings. Of course, apractica expert system would require substantial elaboration

over the Smple exercises done in this paper.

14 Wethink of policy actions as being taken within the framework of afixed policy regime. For agiven
policy regime, the unconditional forecast of inflation and real activity equal the expected equilibrium
outcome of these variables. Likewise, the interest rate setting implied by the unconditional forecasts of
inflation and real activity is consistent with the policy rule.



For illugtrative purposes only, in this section we present a“ man versus maching’
competition, that pits the SW data set and method, together with some aternative PRFs,
againg the record of Alan Greenspan. Conditional on a data history, we have aready
shown how the program will pick a policy setting (avaue of the federd fundsrate). The
additiona necessary dement isamode to Smulate the counterfactud history that arises
under adifferent policy regime. We adopt a method of smulation that is smple but
seemsto work fairly well. We emphasize, though, that whether one likes our smulation
gpproach or not has little bearing on the potentia usefulness of an expert systlem, which
would work in redl time.

We proceed asfollows. First, we assume that the factor structure estimated for
the entire sample (that is, with the maximum amount of data) represents the true factor
structure of the economy. Taking this estimated factor Sructure as truth, we caculate
and save theidiosyncratic errors for each variable in each period. Second, to add
dynamics, we estimate a VAR in the estimated factors, inflation, unemployment, and the
federd fundsrate, in that order. Incluson of thefina three variablesin the VAR (in
andogy to the forecasting models of Section 2) amounts to treeting these varigbles are
independent factors without idiosyncratic errors. Of necessity we ignore the fact that the
factors are estimated rather than directly observed.

Note that the estimated systemn can be viewed as astandard VAR in inflation,
unemployment, and the funds rate, augmented by the estimated factors.  This system has
severd interesting features. Fird, if we follow conventiona practice and treat
innovations to the federa funds rate as innovations to monetary policy, we can estimate

the impul se responses to policy shocks not only for the variables directly included in the
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VAR, but for any varigble in the data set. Thereasonisthat dl varidbles in the data set
can be represented as linear combinations of the estimated factors (plusidiosyncretic
noise). Since we can calculate the dynamic responses of the factorsto policy shocks, we
can aso caculate impulse responses for any observed variable.

Second, the inclusion in the VAR of the factors, which carry extrainformation,
should in principle lead to better estimates of the impulse responses of the included
vaiables. We obtained a quite interesting result that seems consstent with this intuition:
When we estimate a VAR in the three observable variables (inflation, unemployment,
fundsrate), we routinely observe the so-cdled “price puzzl€’, that is, positive
innovations in the funds rate are followed by increases rather than the expected decreases
ininflation. Adding monetary variables such as totd reserves and nonborrowed reserves
does not change thisresult. Adding an index of commodities prices, a standard
“solution” to the price puzzle, diminates the puzzle in our data for the full sample but not
for dl subsamples, notably the post-1983 period.  Sims (1992) and others have
conjectured that the price puzzle occurs because the Fed has information about future
inflation thet is not subsumed inthe VAR. If thisinterpretation is correct, then including
informative factorsin the VAR ought to ameliorate the price puzzle. Wefind, in fact,
that adding the factors substantialy reduces and often diminates the price puzzle; that is,
when the factors are included, a positive innovation in the funds rate is consi stently
followed by adedineininflation. We plan to explore the properties of “augmented”
monetary VARs in future research.

With the model estimates in hand, we are ready to carry out counterfactud

amulations of dternative policy rules. The smulations are monthly and, for smplicity,
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employ only data available at the monthly frequency. We begin the andysisin January
1987, about half ayear prior to the accesson of Alan Greenspan, and end in December
1998. In each month of the smulation, the Fed is assumed to observe only the data for
January 1959 through that month. We use the same timing assumptions asin earlier
sections; for example, CPI data are assumed to be observed with a one-month lag. For
each period, we re-estimate the complete factor modd and apply the FM-VAR
framework to make forecasts of inflation and unemployment. Note thet the estimated
factor modd differs period to period as“new” information becomes available, and in
paticular it islikely to differ from the “true’ data- generating process estimated from
find-period data. Based on the forecasts of its god variables, the Fed is assumed to
choose avaue for the federal funds rate, based on one of severd forward-looking policy
rulesthat we congder. Except in one smulation, discussed below, we imposed the
second-order serid correlation process estimated in the data, which has the effect of
assuming that the Fed adjusts the federa funds rate only gradualy toward its target.

The vaue of the funds rate chosen in the smulation typicaly differs from its true
higtoricd vaue. Policy sattingsthat differ from history are modded as exogenous

changesin the innovation to the federd fundsrate. Given the policy innovetion, the

VAR in the factors and obsarvable variables, the etimated factor structure of the data set,

and the higtorical idiosyncratic errors, we are able to perform recursive smulations of
counterfactud histories for dternative policy regimes. Of course, because of the Lucas
critique, thisexerciseislikely to yidd reasonable results only if the policy regime being

smulated does not differ too radicaly from those higtoricaly observed.
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Table 4 summarizes the results for selected smulations, reporting the variance of
the funds rate, the means of inflation and unemployment, and the variability of inflation
and unemployment around their “target” vaues. The smulations differ only in the policy
rulethat is assumed to bein force. Specificaly, we choose dternative vaues of the

responsiveness of the federa funds rate to the twelve-monthahead inflation forecast
(f ) and to the six-month-ahead forecast of the deviation of unemployment from the
“natura rate’ (f ). Asin Section 3, the natural rate u * ismodeded as afive-year
backward-looking moving average of actud (not counterfactua) unemployment.

The basdline palicy, shown in thefirgt row of thetable, setsf * =1.34 and

f* =1.17, the vaues estimated for the post-1983 sample (see Table 3). Subsequent rows

of the table show results for aternative vaues of the rule parameters. The sixth row of
Table 4 shows results for a policy rule that gpplies the historically estimated response
parameters, but for which we assume that the Fed adjusts the funds rate each month to its
target level without smoothing (thet is, no lags of the funds rate are included in the policy
rule). Thelast row of the table digplays the corresponding statistics for the actud data
The results of Table 4 indicate that the counterfactud policy rules achieved about
the same average rate of inflation and dightly higher average unemployment, compared
to the hitorical record. However, “man” proves superior to “maching’ in that the
vaiahility of both inflation and unemployment is generdly higher in the Smulaions than
was the case historically. 1° The differencein inflation volatility is particularly sizable

Wefind this evidence for human superiority comforting and not surprising.  Inspection

15> The policy rule without smoothing (row 6 of Table 4) was found to reduce the variability of
unemployment, relative to history; however, it delivers much more variability in both inflation and the
fundsrateitself.
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of the actual and counterfactual policy paths suggests that the Fed' s superior performance
may be attributed to specid information or circumstances recognized by policymakers
but not captured by the factor analyses. For example, during both 1992-1993 and 1998
the Fed eased sgnificantly more than predicted by our model, presumably due to
financia problemsin the economy (the “financid headwinds’ in 1992-93, the Russian
crigsin 1998). Oneinterpretation is that, in these episodes, the Fed fdt that financid
conditions had changed the impact of a given change in the funds rate, and adjusted
accordingly. In any event, the Fed's actions in 1992- 1993 seem to have been particularly
successful, as they achieved lower unemployment in 1993-1996 than implied by the
smulations without lagting effects on inflation.

Overdl, we are moderately encouraged about the potentia of an expert system to
help policymakers aggregate continuoudy arriving information and develop a benchmark
policy setting. However, there clearly remains considerable scope for human judgment

about specid factors or conditions in the economy in the making of monetary policy.

5. Conclusion

Postive and normative analyses of Federad Reserve policy can be enhanced by the
recognition that the Fed operates in a data-rich environment. In this prdiminary study,
we have shown that methods for data-dimension reduction, such as those of Stock and
Watson, can alow usto incorporate large data sets into the study of monetary policy.

A variety of extensons of this framework are possble, of which we briefly
mention only two. Fird, the estimation approach used here identifies the underlying
factors only up to alinear transformation, making economic interpretation of the factors

themsdves difficult. It would be interesting to be able to relate the factors more directly
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to fundamenta economic forces. To identify unique, interpretable factors, more structure
would have to be imposed in estimation. One smple, data-based approach consists of
dividing the data set into categories of variables and estimating the factors separately
within these categories. In the spirit of structura VAR modding, imposing some “weak
theory” redriction on the multivariate dynamics of the factors could then identify the
factors. A more ambitious aternative would be to combine the atheoretic factor mode
approach with an explicit theoretica macromodd, interpreting the factors as shocks to
the mode equations. If the modd isidentified, the restrictions that its reduced form
place on the factor mode estimation would be sufficient to identify the factors.

A second extension would address the large VAR literature on the identification
of monetary policy shocks and their effects on the economy (Chrigtiano, Eichenbaum,
and Evans, 2000). A key quedtion in this literature is whether policy “shocks’™ are well
and reliably identified. Our approach, by using large cross-sections of red-time data,
should provide more accurate estimates of the PRF resdud. Additiondly, the

comparison of real-time and findlly-revised data provides a usseful way of identifying

policy shocks, asthe Fed's response to mismeasured data is perhaps the cleanest example

of apolicy shock. Finaly, as we have mentioned, the factor structure alowsfor the
edimation of impulse response functions (measuring the dynamic effects of monetary
policy changes) for every variable in the data s&t, not just the small set of variables

included in the VAR. We expect to pursue these ideas in future research.

28



Table 1. Relative Forecasting Performance

Notes. The entries show the mean square error of forecast, relative to the autoregressive (AR)
model, for the indicated forecasting method and conditioning data set. Methods are factor model
plus univariate autoregressive terms (FM-AR); factor model plus vector autoregression in
inflation, industrial production, unemployment, and the federa funds rate (FM-VAR); and a
vector autoregression without factors, as above (VAR). When two numbers are given in a box,
the first applies to forecasts at the six-month horizon, the second to the twelve-month horizon.
CPI and IP are forecast as cumulative growth rates, and the unemployment rate in levels.

CPI1
FM - VAR FM - AR VAR
104 0.98 1.05
Real-time 097 0.96 0.95
1.08 1.00 1.05
Revised 1.00 0.98 0.95
0.83 0.82 1.05
SW 0.76 0.75 0.95
AR RMSE: 1.3 (6-mo), 2.6 (12-mo)
IP
FM - VAR FM - AR VAR
1.00 0.84 117
Real-time 1.07 0.92 1.12
1.06 0.86 117
Revised 104 0.90 112
0.69 0.63 117
SW 0.75 0.65 112
AR RMSEs. 4.1 (6-mo), 5.8 (12-mo)
Unemployment
FM - VAR FM — AR VAR
0.90 0.86 1.06
Real-time 0.87 0.80 0.94
0.91 0.85 1.06
Revised 0.85 0.78 094
0.70 0.65 1.06
SW 0.90 0.55 094

AR RMSEs: 0.74 (6-mo), 1.17 (12-mo)




Table 2. Comparison with Gre enbook Forecasts

Notes. The entries show the RMSE of forecast, in percentage points, for CPI inflation,
annudized, and for the unemployment rate, in percentage points. Results are for months in which
anew Greenbook forecast was issued only. The first entry in each box pertains to the first full
calendar quarter subsequent to the month of forecast, the second entry to the second full calendar
guarter, and so on. For the real-time and SW data sets, forecasts are calculated aternatively by
the factor model plus univariate autoregressive terms (FM-AR), or by factor modd plus vector
autoregression in inflation, output, and the federal funds rate (FM-VAR). Greenbook forecasts
are the actual real-time forecasts made by the Federal Reserve. Combination forecasts give 50%
weight each to the statistical model and the Greenbook forecast. The sample period is 1981:01 —
1995:12 for CPI-inflation and 1970:01 — 1995:12 for unemployment, coinciding with the

availability of Greenbook forecasts.

CPI
Greenbook Greenbook
FM - VAR FM - AR and EM-VAR | and EM-AR Greenbook
2.641 3.262 2.516 2.789
Real-time 3.100 3.721 2.701 3.014
2.803 3512 2467 2.766
3.114 3.607 2.664 2.816
2.547 3.400 2.377 2.836
SW 2.835 3424 2530 2.809
2.772 3.108 2430 2494
2.979 3.331 2521 2.665
2.770
Greenbook 2.705
2.426
2.554
Unemployment
Greenbook Greenbook
FM - VAR FM - AR ad EM-VAR | ad EM-AR Greenbook
0.528 0.531 0.446 0.448
Real-time 0.763 0.784 0.635 0.648
0.999 0.996 0.797 0.813
1.155 1.169 0.907 0.933
0.490 0.440 0.441 0.420
SW 0.690 0.637 0.623 0.605
0.855 0.794 0.757 0.748
0.963 0.890 0.853 0.844
0.455
Greenbook 0.642
0.789
0.897




Table 3. Estimated Policy Reaction Functions

Notes: The tables show estimates of policy reaction functions, for 3 sources of forecasts (real-
time database, real-time database plus SW factors, and Greenbook), for various sample periods,
and with and without alowance for atime-varying constant (TVP). The dependent variablein
each regression is the federa fundsrate. Data are monthly. The second column of all tables
shows the long-run response of the federal funds rate (that is, the response adjusted for estimated
second-order AR terms in the dependent variable) to a change in the twelve-month inflation
forecast. The p-value of the estimated short-run response of the funds rate is shown in
parentheses next to the associated long-run value. The third column shows, in analogous fashion,
the long-run response of the funds rate to a change in a forecasted measure of real activity (none
in the first table and the forecasted six-month-ahead unemployment rate less a five year moving
average in the second table). The fourth column shows the p-value for the estimated coefficient
of the forecasted funds rate, when the latter is added to the regression. A low p-vaue indicates
that variables affecting the Fed' s policy choice have likely been omitted (a* designates p-values

below 0.05).

Measure of real activity: None

Data/sample Response to inflation Response to redl Significance of excess
activity measure policy response
Real-time
1970:01-1998:12 0.683 (0.001) * 0.003*
1970:01-1979:10 0.822 (0.004) 0.062
1983:01-1998:12 -0.271 (0.795) 0.000*
With TVP
1970:01-1998:12 1.098 (0.000) 0.012*
1970:01-1979:10 0.973 (0.002) 0.029*
1983:01-1998:12 0.595 (0.769) 0.000*
SW
1970:01-1998:12 0.804 (0.000) * 0.196
1970:01-1979:10 0.776 (0.031) 0.957
1983:01-1998:12 1.138 (0.137) 0.001*
With TVP 0.150
1970:01-1998:12 1.223 (0.000) 0.916
1970:01-1979:10 0.967 (0.010) 0.001*
1983:01-1998:12 1.552 (0.044)
Greenbook
1981:01-1995:12 2.280 (0.000) 0.517
With TVP
1981:01-1995:12 1.771 (0.000) 0.573
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Measure of real activity: Forecasted unemployment gap

Data/sample Response to inflation Response to redl Significance of excess
activity measure policy response
Real-time
1970:01-1998:12 0.729 (0.000) -0.805 (0.048) 0.008*
1970:01-1979:10 0.609 (0.007) -1.232 (0.000) 0.013*
1983:01-1998:12 -0.255 (0.786) -1.156 (0.354) 0.000*
With TVP
1970:01-1998:12 1.101 (0.000) -1.192 (0.034) 0.013*
1970:01-1979:10 1.040 (0.000) -1.105 (0.005) 0.002*
1983:01-1998:12 0.389 (0.812) -2.105 (0.365) 0.000*
SW
1970:01-1998:12 0.884 (0.000) -0.895 (0.068) 0.337
1970:01-1979:10 0.628 (0.091) -1.079 (0.049) 0.563
1983:01-1998:12 0.856 (0.291) -1.135 (0.264) 0.001*
With TVP
1970:01-1998:12 1.278 (0.000) -1.239 (0.047) 0.287
1970:01-1979:10 1.037 (0.012) -0.707 (0.181) 0.628
1983:01-1998:12 1.335(0.114) -1.174 (0.297) 0.002*
Greenbook
1981:01-1995:12 2.281 (0.000) -0.042 (0.844) 0.506
With TVP
1981:01-1995:12 1.769 (0.000) -0.085 (0.699) 0.547
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Table 4. Simulations of Alternative Policies

Notes: p; isthe annudized quarter to quarter inflation (i.e. 400* (In(CPl;)-In(CPl;-3))) and
W* isa5-year moving average of actud unemployment.

Py VaR) | Epd | HE-273 | EW | Hu-w)j
Parameters
fP=134
o117 1.12 3.38 4.34 6.03 1.61
fP=15 2.42 3.37 4.90 6.16 1.88
u=125 : : - : :
fh=2 1.44 3.38 4.45 6.06 1.66
u=125 : : - : :
P —
ff u-:165 359 3.28 6.48 6.43 241
fP=2
tus g 1.39 3.35 5.48 6.30 1.90
fP=134
U= 117 4.94 3.39 5.31 6.02 0.99
no lags
Actud 3.28 3.31 2.81 5.88 1.30
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